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“Why Headlines Matter.” “Misleading Headlines Can Lead You Astray.” “How What You 

Read Affects What You See.” “How Bad Headlines Make Bad Memories.” “Eleven Reasons 

Headlines Are Important.” “You’ll Never Believe How Important an Accurate Headline Is.” 

Those are all possible titles for this piece that I discussed with my editor. And, actually, 

the one that we picked may be the most important part of this article. By now, 

everyone knows that a headline determines how many people will read a piece, particularly 

in this era of social media. But, more interesting, a headline changes the way people read 

an article and the way they remember it. The headline frames the rest of the experience. A 

headline can tell you what kind of article you’re about to read—news, opinion, research, 

LOLcats—and it sets the tone for what follows. 

Psychologists have long known that first impressions really do matter—what we see, 

hear, feel, or experience in our first encounter with something colors how we process the 

rest of it. Articles are no exception. And just as people can manage the impression that they 

make through their choice of attire, so, too, can the crafting of the headline subtly shift the 

perception of the text that follows. By drawing attention to certain details or facts, a 

headline can affect what existing knowledge is activated in your head. By its choice of 

phrasing, a headline can influence your mindset as you read so that you later recall details 

that coincide with what you were expecting. For instance, the headline of this article I 

wrote—“A Gene That Makes You Need Less Sleep?”—is not inaccurate in any way. But it 

does likely prompt a focus on one specific part of the piece. If I had instead called it “Why 

We Need Eight Hours of Sleep,” people would remember it differently. 

As a result of these shifts in perception, problems arise when a headline is ever so slightly 

misleading. “Air pollution now leading cause of lung cancer,” ran a headline last year in the 

U.K. paper Daily Express. The article, however, said no such thing, or, rather, not exactly. 

Instead, it reported that pollution was a leading “environmental” cause; other causes, like 

smoking, are still the main culprits. It is easy to understand a decision to run that sort of 

opening. Caveats don’t fit in single columns, and, once people are intrigued enough to read 

the story, they’ll get to the nuances just the same. But, as it turns out, reading the piece may 

not be enough to correct the headline’s misdirection. 

It’s these sorts of misleading maneuvers that Ullrich Ecker, a psychologist and cognitive 

neuroscientist at the University of Western Australia, was pondering when he decided to 

test how slight—and slightly misleading—shifts in headlines can affect reading. In Ecker’s 

prior work, he had looked at explicit misinformation: when information that’s biased 

influences you, no matter what you’re subsequently told. This time around, he wanted to 

see how nuance and slight misdirection would work. 
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In a series of studies, out this month in the Journal of Experimental Psychology: 

Applied, Ecker had people in Australia read either factual or opinion pieces, where the only 

shifting variable was the headline.1 (He had his subjects read a total of four articles—two 

factual, two opinion.) One factual article, for instance, talked about a change in burglary 

rates over the last year—a rise of 0.2 per cent—that ran counter to a ten-per-cent decline 

over the past decade. The slight rise, the article pointed out, was an anomalous side note; 

the longer trend was what was important. The accompanying headline highlighted either 

the smaller or the larger of the two trends: “Number of burglaries going up” and “Downward 

trend in burglary rate,” respectively. The opinion pieces pitted the thoughts of an expert 

against those of a layperson—for instance, one piece contrasted a citizen’s concerns about 

the safety of genetically modified food with the opinion of a scientist from the fictional 

company Organic Food Science Australia. The headline focussed on one of the two sides. In 

this case, it read either “GM foods may pose long-term health risks” or “GM foods are safe.” 

Each participant read all four articles. 

Ecker’s goal was to test whether the degree of the slant would matter. With the factual 

piece, the misdirection was obvious—the entire piece was about a broader trend, with one 

tiny deviation. In the opinion piece, it was much more subtle. The article was, first of all, 

opinion, and each voice was given its own space; it was up to the reader to judge how the 

opinions should be considered. 

After reading each article, the University of Western Australia students rated it on five 

different scales, to gauge things like interest and ease of reading. Once a student had read 

the complete set of pieces, she was given a surprise six-question quiz, with questions 

concerning both recollection and inference. 

The headline, it turns out, had done more than simply reframe the article. In the case of 

the factual articles, a misleading headline hurt a reader’s ability to recall the article’s details. 

That is, the parts that were in line with the headline, such as a declining burglary rate, were 

easier to remember than the opposing, non-headlined trend. Inferences, however, remained 

sound: the misdirection was blatant enough that readers were aware of it and proceeded to 

correct their impressions accordingly. According to the study, “No matter which headline 

they saw, they predicted that, next year, the crime rate would go down.” 

In the case of opinion articles, however, a misleading headline, like the one suggesting 

that genetically modified foods are dangerous, impaired a reader’s ability to make accurate 

inferences. For instance, when asked to predict the future public-health costs of genetically 

modified foods, people who had read the misleading headline predicted a far greater cost 

than the evidence had warranted. 

Ecker and his colleagues then replicated the results in a second study—this time, the 

discrepancies were between the headline and the image, rather than between the headline 

and the text. Each headline would, or would not, match a photograph of a face that was 

prominently featured in the piece: it either mentioned the name of the person in the photo 

or of someone else. The pieces, sixteen in total, all dealt with a crime, and described one 

“good” person (the victim or a police officer or the prosecutor) and one “bad” (the culprit). 

 
1 https://psycnet.apa.org/record/2014-44652-001 
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The headline, in turn, mentioned either one or the other, for instance, “Man charged over 

Thornlie murder” versus “Grandfather killed in Thornlie.” The photo would then be of either 

the murderer or the victim. 

After the students read the articles, they were asked to rate the faces that they had seen 

based on attractiveness, trustworthiness, dominance, and aggression—ratings that 

are often influenced by initial perceptions of personality. Then, after seeing the faces a third 

time, the students had to simply rate them as “good” or “bad.” 

Here, too, Ecker found that initial impressions both mattered and were not easily 

corrected. When the photo matched the headline, the criminal received more negative 

ratings, and the victim more positive ones. If, however, the headline diverged from the 

photo, the victim was rated more negatively when the headline had been about the criminal, 

and the criminal was rated more positively when the headline had been about the victim. 

Initial expectations of who would be pictured affected subsequent ratings—even though, 

theoretically, the misperception had been corrected twice, in the text itself and in the 

caption. 

For conscientious readers and editors, Ecker’s findings across the two studies give cause 

for concern. First, misinformation appears to cause more damage when it’s subtle than 

when it’s blatant. We see through the latter and correct for it as we go. The former is much 

more insidious and persistent. It is also, unfortunately, much more likely to be the result of 

sloppiness or inconsideration rather than a deliberate effort to lead readers astray. Take this 

article from the Times in May.2 “Selling a Fake Painting Takes More Than a Good Artist,” 

reads the headline. Alongside it: a photograph of a gallery owner who is not actually one of 

the culprits. A criminal implication is paired with a photograph, and the photograph may 

inadvertently be tainted as well. 

Here’s the other thing: almost every journalist has experienced the aggravation of having 

readers give aggrieved, enraged, dismissive, or, really, any other type of negative reaction to 

an article based solely on a headline. “Read the article!” the writer often wants to scream. 

What Ecker’s work shows, though, is that with the right—or, rather, wrong—headline, 

reading the article may not be enough. Even well-intentioned readers who do go on to read 

the entire piece may still be reacting in part to that initial formulation. 

If I had titled this column “Why Headlines Matter,” I would be picking the broadest 

possible option. Next week, you might be able to remember that headlines are important 

but not be able to tell your friend exactly why. If I had called it “Misleading Headlines Can 

Lead You Astray,” you might have forgotten the details of the study showing that we can 

actually overcome factually misleading headlines. “Eleven Reasons Headlines Matter”? 

More people might have clicked, but they might not have retained the information. It’s not 

always easy to be both interesting and accurate, but, as Ecker’s study shows, it’s better than 

being exciting and wrong. 

 
2  https://www.nytimes.com/2014/05/03/arts/design/selling-a-fake-painting-takes-more-than-a-
good-artist.html 

http://www.newyorker.com/tech/elements/the-six-things-that-make-stories-go-viral-will-amaze-and-maybe-infuriate-you
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When it comes to interpreting the world around us, we need to realise that our feelings 

can trump our expertise. This explains why we buy things we don’t need, fall for the wrong 

kind of romantic partner, or vote for politicians who betray our trust. In particular, it 

explains why we so often buy into statistical claims that even a moment’s thought would tell 

us cannot be true. Sometimes, we want to be fooled. 

Psychologist Ziva Kunda found this effect in the lab, when she showed experimental 

subjects an article laying out the evidence that coffee or other sources of caffeine could 

increase the risk to women of developing breast cysts. Most people found the article pretty 

convincing. Women who drank a lot of coffee did not. 

We often find ways to dismiss evidence that we don’t like. And the opposite is true, too: 

when evidence seems to support our preconceptions, we are less likely to look too closely 

for flaws. It is not easy to master our emotions while assessing information that matters to 

us, not least because our emotions can lead us astray in different directions. 

We don’t need to become emotionless processors of numerical information – just 

noticing our emotions and taking them into account may often be enough to improve our 

judgment. Rather than requiring superhuman control of our emotions, we need simply to 

develop good habits. Ask yourself: how does this information make me feel? Do I feel 

vindicated or smug? Anxious, angry or afraid? Am I in denial, scrambling to find a reason 

to dismiss the claim? 

In the early days of the coronavirus epidemic, helpful-seeming misinformation spread 

even faster than the virus itself. One viral post – circulating on Facebook and email 

newsgroups – all-too-confidently explained how to distinguish between Covid-19 and a 

cold, reassured people that the virus was destroyed by warm weather, and incorrectly 

advised that iced water was to be avoided, while warm water kills any virus. The post, 

sometimes attributed to “my friend’s uncle”, sometimes to “Stanford hospital board” or 

some blameless and uninvolved paediatrician, was occasionally accurate but generally 

speculative and misleading. But still people – normally sensible people – shared it again 

and again and again. Why? Because they wanted to help others. They felt confused, they saw 

apparently useful advice, and they felt impelled to share. That impulse was only human, and 

it was well-meaning – but it was not wise. 

Before I repeat any statistical claim, I first try to take note of how it makes me feel. It’s 

not a foolproof method against tricking myself, but it’s a habit that does little harm, and is 

sometimes a great deal of help. Our emotions are powerful. We can’t make them vanish, and 

nor should we want to. But we can, and should, try to notice when they are clouding our 

judgment. 



Facts vs Feelings 

In 1997, the economists Linda Babcock and George Loewenstein ran an experiment in 

which participants were given evidence from a real court case about a motorbike accident. 

They were then randomly assigned to play the role of plaintiff’s attorney (arguing that the 

injured motorcyclist should receive $100,000 in damages) or defence attorney (arguing that 

the case should be dismissed or the damages should be low). 

The experimental subjects were given a financial incentive to argue their side of the case 

persuasively, and to reach an advantageous settlement with the other side. They were also 

given a separate financial incentive to accurately guess what the damages the judge in the 

real case had actually awarded. Their predictions should have been unrelated to their role-

playing, but their judgment was strongly influenced by what they hoped would be true. 

Psychologists call this “motivated reasoning”. Motivated reasoning is thinking through a 

topic with the aim, conscious or unconscious, of reaching a particular kind of conclusion. In 

a football game, we see the fouls committed by the other team but overlook the sins of our 

own side. We are more likely to notice what we want to notice. Experts are not immune to 

motivated reasoning. Under some circumstances their expertise can even become a 

disadvantage. The French satirist Molière once wrote: “A learned fool is more foolish than 

an ignorant one.” Benjamin Franklin commented: “So convenient a thing is it to be a 

reasonable creature, since it enables us to find or make a reason for everything one has a 

mind to.” 

Modern social science agrees with Molière and Franklin: people with deeper expertise 

are better equipped to spot deception, but if they fall into the trap of motivated reasoning, 

they are able to muster more reasons to believe whatever they really wish to believe. 

One recent review of the evidence concluded that this tendency to evaluate evidence and 

test arguments in a way that is biased towards our own preconceptions is not only common, 

but just as common among intelligent people. Being smart or educated is no defence. In 

some circumstances, it may even be a weakness. 

One illustration of this is a study published in 2006 by two political scientists, Charles 

Taber and Milton Lodge. They wanted to examine the way Americans reasoned about 

controversial political issues. The two they chose were gun control and affirmative action. 

Taber and Lodge asked their experimental participants to read a number of arguments 

on either side, and to evaluate the strength and weakness of each argument. One might hope 

that being asked to review these pros and cons might give people more of a shared 

appreciation of opposing viewpoints; instead, the new information pulled people further 

apart. 

This was because people mined the information they were given for ways to support their 

existing beliefs. When invited to search for more information, people would seek out data 

that backed their preconceived ideas. When invited to assess the strength of an opposing 

argument, they would spend considerable time thinking up ways to shoot it down. 

This isn’t the only study to reach this sort of conclusion, but what’s particularly intriguing 

about Taber and Lodge’s experiment is that expertise made matters worse. More 

sophisticated participants in the experiment found more material to back up their 

preconceptions. More surprisingly, they found less material that contradicted them – as 

though they were using their expertise actively to avoid uncomfortable information. They 



Harford 

 

produced more arguments in favour of their own views, and picked up more flaws in the 

other side’s arguments. They were vastly better equipped to reach the conclusion they had 

wanted to reach all along. 

Of all the emotional responses we might have, the most politically relevant are motivated 

by partisanship. People with a strong political affiliation want to be on the right side of 

things. We see a claim, and our response is immediately shaped by whether we believe 

“that’s what people like me think”. 

Consider this claim about climate change: “Human activity is causing the Earth’s climate 

to warm up, posing serious risks to our way of life.” Many of us have an emotional reaction 

to a claim like that; it’s not like a claim about the distance to Mars. Believing it or denying 

it is part of our identity; it says something about who we are, who our friends are, and the 

sort of world we want to live in. If I put a claim about climate change in a news headline, or 

in a graph designed to be shared on social media, it will attract attention and engagement 

not because it is true or false, but because of the way people feel about it. 

If you doubt this, ponder the findings of a Gallup poll conducted in 2015. It found a huge 

gap between how much Democrats and Republicans in the US worried about climate 

change. What rational reason could there be for that? 

Scientific evidence is scientific evidence. Our beliefs around climate change shouldn’t 

skew left and right. But they do. This gap became wider the more education people had. 

Among those with no college education, 45% of Democrats and 23% of Republicans worried 

“a great deal” about climate change. Yet among those with a college education, the figures 

were 50% of Democrats and 8% of Republicans. A similar pattern holds if you measure 

scientific literacy: more scientifically literate Republicans and Democrats are further apart 

than those who know very little about science. 

If emotion didn’t come into it, surely more education and more information would help 

people to come to an agreement about what the truth is – or at least, the current best theory? 

But giving people more information seems actively to polarise them on the question of 

climate change. This fact alone tells us how important our emotions are. People are 

straining to reach the conclusion that fits with their other beliefs and values – and the more 

they know, the more ammunition they have to reach the conclusion they hope to reach. 

In the case of climate change, there is an objective truth, even if we are unable to discern 

it with perfect certainty. But as you are one individual among nearly 8 billion on the planet, 

the environmental consequences of what you happen to think are irrelevant. With a handful 

of exceptions – say, if you’re the president of China – climate change is going to take its 

course regardless of what you say or do. From a self-centred point of view, the practical cost 

of being wrong is close to zero. The social consequences of your beliefs, however, are real 

and immediate. 

Imagine that you’re a barley farmer in Montana, and hot, dry summers are ruining your 

crop with increasing frequency. Climate change matters to you. And yet rural Montana is a 

conservative place, and the words “climate change” are politically charged. Anyway, what 

can you personally do about it? 

Here’s how one farmer, Erik Somerfeld, threads that needle, as described by the 

journalist Ari LeVaux: “In the field, looking at his withering crop, Somerfeld was 
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unequivocal about the cause of his damaged crop – ‘climate change’. But back at the bar, 

with his friends, his language changed. He dropped those taboo words in favour of ‘erratic 

weather’ and ‘drier, hotter summers’ – a not-uncommon conversational tactic in farm 

country these days.” 

If Somerfeld lived in Portland, Oregon, or Brighton, East Sussex, he wouldn’t need to be 

so circumspect at his local tavern – he’d be likely to have friends who took climate change 

very seriously indeed. But then those friends would quickly ostracise someone else in the 

social group who went around loudly claiming that climate change is a Chinese hoax. 

So perhaps it is not so surprising after all to find educated Americans poles apart on the 

topic of climate change. Hundreds of thousands of years of human evolution have wired us 

to care deeply about fitting in with those around us. This helps to explain the findings of 

Taber and Lodge that better-informed people are actually more at risk of motivated 

reasoning on politically partisan topics: the more persuasively we can make the case for 

what our friends already believe, the more our friends will respect us. 

It’s far easier to lead ourselves astray when the practical consequences of being wrong 

are small or non-existent, while the social consequences of being “wrong” are severe. It’s no 

coincidence that this describes many controversies that divide along partisan lines. 

It’s tempting to assume that motivated reasoning is just something that happens to other 

people. I have political principles; you’re politically biased; he’s a fringe conspiracy theorist. 

But we would be wiser to acknowledge that we all think with our hearts rather than our 

heads sometimes. 

Kris De Meyer, a neuroscientist at King’s College, London, shows his students a message 

describing an environmental activist’s problem with climate change denialism: 

To summarise the climate deniers’ activities, I think we can say that: 

(1) Their efforts have been aggressive while ours have been defensive. 

(2) The deniers’ activities are rather orderly – almost as if they had a plan working 

for them. 

I think the denialist forces can be characterised as dedicated opportunists. They are 

quick to act and seem to be totally unprincipled in the type of information they use to 

attack the scientific community. There is no question, though, that we have been inept 

in getting our side of the story, good though it may be, across to the news media and 

the public. 

The students, all committed believers in climate change, outraged at the smokescreen 

laid down by the cynical and anti-scientific deniers, nod in recognition. Then De Meyer 

reveals the source of the text. It’s not a recent email. It’s taken, sometimes word for word, 

from an infamous internal memo written by a cigarette marketing executive in 1968. The 

memo is complaining not about “climate deniers” but about “anti-cigarette forces”, but 

otherwise, few changes were required. 
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You can use the same language, the same arguments, and perhaps even have the same 

conviction that you’re right, whether you’re arguing (rightly) that climate change is real or 

(wrongly) that the cigarette-cancer link is not. 

(Here’s an example of this tendency that, for personal reasons, I can’t help but be 

sensitive about. My left-leaning, environmentally conscious friends are justifiably critical of 

ad hominem attacks on climate scientists. You know the kind of thing: claims that scientists 

are inventing data because of their political biases, or because they’re scrambling for 

funding from big government. In short, smearing the person rather than engaging with the 

evidence. 

Yet the same friends are happy to embrace and amplify the same kind of tactics when 

they are used to attack my fellow economists: that we are inventing data because of our 

political biases, or scrambling for funding from big business. I tried to point out the parallel 

to one thoughtful person, and got nowhere. She was completely unable to comprehend what 

I was talking about. I’d call this a double standard, but that would be unfair – it would 

suggest that it was deliberate. It’s not. It’s an unconscious bias that’s easy to see in others 

and very hard to see in ourselves.) 

Our emotional reaction to a statistical or scientific claim isn’t a side issue. Our emotions 

can, and often do, shape our beliefs more than any logic. We are capable of persuading 

ourselves to believe strange things, and to doubt solid evidence, in service of our political 

partisanship, our desire to keep drinking coffee, our unwillingness to face up to the reality 

of our HIV diagnosis, or any other cause that invokes an emotional response. 

But we shouldn’t despair. We can learn to control our emotions – that is part of the 

process of growing up. The first simple step is to notice those emotions. When you see a 

statistical claim, pay attention to your own reaction. If you feel outrage, triumph, denial, 

pause for a moment. Then reflect. You don’t need to be an emotionless robot, but you could 

and should think as well as feel. 

Most of us do not actively wish to delude ourselves, even when that might be socially 

advantageous. We have motives to reach certain conclusions, but facts matter, too. Lots of 

people would like to be movie stars, billionaires or immune to hangovers, but very few 

people believe that they actually are. Wishful thinking has limits. The more we get into the 

habit of counting to three and noticing our knee-jerk reactions, the closer to the truth we 

are likely to get. 

For example, one survey, conducted by a team of academics, found that most people were 

perfectly able to distinguish serious journalism from fake news, and also agreed that it was 

important to amplify the truth, not lies. Yet the same people would happily share headlines 

such as “Over 500 ‘Migrant Caravaners’ Arrested With Suicide Vests”, because at the 

moment at which they clicked “share”, they weren’t stopping to think. They weren’t 

thinking, “Is this true?”, and they weren’t thinking, “Do I think the truth is important?” 

Instead, as they skimmed the internet in that state of constant distraction that we all 

recognise, they were carried away with their emotions and their partisanship. The good 

news is that simply pausing for a moment to reflect was all it took to filter out a lot of the 

misinformation. It doesn’t take much; we can all do it. All we need to do is acquire the habit 

of stopping to think. 
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Inflammatory memes or tub-thumping speeches invite us to leap to the wrong 

conclusion without thinking. That’s why we need to be calm. And that is also why so much 

persuasion is designed to arouse us – our lust, our desire, our sympathy or our anger. When 

was the last time Donald Trump, or for that matter Greenpeace, tweeted something 

designed to make you pause in calm reflection? Today’s persuaders don’t want you to stop 

and think. They want you to hurry up and feel. Don’t be rushed. 

 

 

 

 

 

 




